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Abstract—Machine learning at the edge offers fast, secure and
intelligent signal processing. However, calculations need to be
very energy efficient because of the limited power budget. This
paper presents the design of an energy efficient voltage-to-time
converter circuit in 22 nm FD-SOI CMOS technology. The circuit
has a rectified linear unit transfer characteristic and is therefore
well suited for analog mixed signal computing architectures for
artificial neural networks at the edge. Depending on whether
mismatch is compensated or not, the effective resolution for a
maximum pulse length of 430 ps is 3.0 b or 6.4 b. The simulated
energy consumption is below 3 fJ for every output pulse.

Index Terms—AI accelerators, analog integrated circuits, ar-
tificial neural networks, edge computing, energy efficiency

I. INTRODUCTION

Artificial neural networks (ANN) enable novel, intelligent
functions in smartphones, cars or devices for the internet of
things that revolutionize our lives now and in the future.
A disadvantage, however, is the high effort that currently
has to be expended. The collected data usually has to be
transferred to large data centres because the computing power
and energy budget at the edge are not sufficient to perform
the computationally intensive calculations. From the point of
view of energy efficiency, latency and data protection, it would
be advantageous if the calculations could also be performed
directly at the edge with less energy consumption [1].

Analog and mixed-signal computing circuits generally have
a power advantage over digital architectures at lower res-
olutions [2]. This matches the observation that for most
neural networks, reduced resolution is sufficient to fulfil a
task without loosing precision [3]. Mixed-signal multiply
accumulate (MAC) circuits have therefore been a popular
research topic in recent years. Less attention has been paid
to the implementation of the activation function on the chip.
It has mostly been realized digitally using lookup tables.
However, the analog-to-digital conversion necessary for this
requires a significant portion of the total energy, even if it
is amortized over many MAC calculations [4]. With the help
of an efficiently implemented on-chip activation function, the
total energy requirement can therefore be reduced.

The design of a circuit with a time-domain rectified linear
unit (ReLU) characteristics as activation function is the subject
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of this paper. The ReLU is the most used activation function
and is therefore chosen for this work. The time-domain pulse
width based approach with binary outputs has the advantage
of a large driving capability and the possibility to drive
complementary transistors. In both cases, only one or more
inverters need to be added to the output of the circuit. The
circuit is intended to be used in combination with charge-based
MAC circuits that use a pulse width encoded activation, e.g.
[4], [5] or [6]. This work builds on ideas of [7].

The circuit, its operating principle and peripheral circuits
are described in the following section II. Section III presents
the simulation results and section IV concludes the paper.

II. VOLTAGE-TO-TIME CONVERTER CIRCUIT

A. Operating Principle

Fig. 1 shows the voltage-to-time converter (VTC) core
circuit that generates pulses with a width according to ReLU
activation function. It is assumed that the connected MAC
circuits draw charge from the capacitor C according to their
multiplication result, which generates the input voltage Vin.
When the EVAL signal goes from a logical low (L = VSS) to
a logical high (H = VDD), a bias voltage Vb generated from
a current mirror reference path (Fig. 2 (a)) is fed to the gate
of the transistor P0b. P0b works from now on as a current
source which constantly charges the capacitor C. Meanwhile
RST1 goes from H to L for a short amount of time and P1b

tries to pull V1 up to VDD. This can only be done if P1a

is conducting and N1 is non-conducting, i.e. if the voltage
VC = VDD − Vin is low enough. If the reset operation is
successful, the output voltage Vout – connected to V1 via two
CMOS inverters – rises to H as well and a pulse starts. The
two cascaded inverters increase the slew rate and the driving
capability of the circuit. After the time tpw, the capacitance is
charged to the point where VC is equal to the threshold voltage
Vth,N1 of N1. N1 will now quickly pull V1 to VSS which ends
the pulse at the output. The time tpw is equivalent to the output
pulse width and can be calculated from the amount of charge
∆Q = C · ∆V that needs to be put on the capacitor C by
the current Icharge = ∆Q/tpw of P0b to reach the threshold
voltage of N1:

tpw = C · Vth,N1 − VC

Icharge
= C · Vth,N1 − (VDD − Vin)

Icharge
(1)
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Fig. 1. Schematic of the voltage-to-time converter core circuit.
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Fig. 2. Schematic of (a) the current mirror reference path and (b) the corner
compensation circuit.

As can be seen from the equation, the output pulse width is
linearly dependent on the input voltage.

If the reset operation fails due to a low Vin (resp. large
VC), no output pulse is generated, the inverters stay inactive
and the energy consumption is reduced. The falling edge of
the EVAL signal connects the gate of P0b to VDD and triggers
a short RST0 pulse. This pulse connects the upper capacitor
plate to an arbitrary voltage VRST via the switch S1 (e.g. a
transmission gate) to get back into the initial state.

B. Corner Compensation Circuit

The circuit described above is sensitive to process and
temperature variations (corners) that lead to threshold voltage
deviations of the transistors N1 and P1a. The used fully
depleted silicon on insulator (FD-SOI) MOSFETs allow to
change the threshold voltage and therefore compensate corners
via the back-gate voltages Vnw and Vpw.

The circuit shown in Fig. 2 (b) generates a back-gate voltage
and changes it according to the conductivity of the transistor
NCC, so that its threshold voltage is kept constant over all
process corners and different temperatures. The operating
principle of the circuit is as follows: the constant current
source Iref (e.g. a current mirror) charges up the drain of
NCC until the drain-source voltage VDS is large enough for the

current to flow through the transistor for a given gate-source
voltage Vref . If the transistor is less conductive for a certain
corner the drain voltage increases temporarily. This leads to an
increased output voltage of the connected differential amplifier
which lowers the threshold voltage of the transistor and makes
it more conductive again. The equilibrium is reached for
VDS = Vnom. In the same way a change in Vref will lead to an
adjusted threshold voltage of NCC so that the overdrive voltage
VOV = Vref − Vth remains constant. This mechanism can be
used to shift the threshold of the ReLU activation function.

The dimensions of NCC are exactly the same as N1 from
Fig. 1 to get the best compensation in the core circuit. Iref
was chosen in such a way, that the back-gate voltage is in the
middle of the modelling range. This maximizes the adjustable
voltage range in both directions and ensures compensation of
corners. A complementary version of the compensation circuit
creates the back-gate voltage Vpw for the PFETs.

C. Timing Circuit

The signal RST1 that starts the output pulse and the signal
RST0 that closes the switch S1 can be generated by the rising
and falling edge of the EVAL signal. The EVAL signal is
connected to one input of a NAND gate, while the other
input has an odd number of inverters in between the EVAL
signal and the gate input. This configuration results in in a
small overlap of the input signals on the rising clock edge,
which generates the short RST1 signal. The RST0 signal
is generated the same way, but with the inverted EVAL
signal instead. The timing and corner compensation circuits
are required only once for a large number of VTCs.

III. SIMULATION RESULTS

A. Transistor Types and Device Sizing

The circuit was designed using Globalfoundries 22 nm FD-
SOI technology. The inverters consisting of P2, P3, N2 and
N3 are minimal sized (width W = 80nm, length L = 20nm)
transistors with a low threshold voltage (lvtfet). This transistor
type reduces leakage compared to super low threshold voltage
transistors (slvtfets) and the small gate area ensures low MOS-
FET capacitance. The transistors N0 and P1b (W = 320 nm)
and the transmission gate S1 (W = 160 nm) are minimal



Fig. 3. Waveforms of the input signal VC = VDD − Vin (top) and output
signal Vout (bottom) for different input voltages.

length slvtfets with increased width to ensure fast switching.
The current mirror transistors P0b and PCM are slvtfet with
W = L = 320 nm. The increased length and gate area
of the transistors reduce the channel length modulation and
the effect of mismatch, respectively. P1a(W = 400 nm), N1

and NCC (W = 320 nm) are lvtfets, so that their threshold
voltage is close to the 0.4V threshold of the ReLU activation
function. The larger area of these transistors reduces the effect
of mismatch.

Simulations were carried out using a C = 5 fF capacitor,
which adds up to the parasitic capacitances of the input
transistors. For the differential amplifier in Fig. 2 (b), an
ideal amplifier with 60 dB amplification and a dominant pole
frequency of ωp1 = 1 · 106 1/s is used. The supply voltage is
VDD − VSS = 0.8V.

B. Transfer Characteristics and Energy Consumption

Fig. 3 shows the transient waveforms of VC and Vout for
different input voltages Vin. For Vin = 0.2V the RST1 pulse
can not pull V1 to VDD as P1a is not conducting. Therefore
Vout stays at 0V for the whole time. An input voltage of
Vin = 0.4V creates only a very short and degenerated pulse
at the output while larger input values lead to pulses that are
terminated when VC comes close to 0.4V. After the EVAL
phase, RST0 transitions to VDD and the input node is reset to
VRST = 0.4V.

Fig. 4 (a) shows the overall transfer characteristics of the
circuit. No pulse is generated for Vin ≤ 0.4V. For larger volt-
ages, the pulse width grows linearly with the input voltage – a
ReLU activation function is observed. Fig. 4 (b) displays the
energy demand of the circuit for one cycle. The total energy
consists of the energy to charge the inverter outputs V1, V2

and Vout (Einverter) as well as the energy to charge the gates
of N0, P0a, P0b, P1b and the transmission gate S1 (Eswitch).
For low input voltages Eswitch dominates the total energy
consumption as the inverters stay inactive. At Vin = 0.4V
a cross-current exists for a short amount of time leading to
the maximum energy consumption. Due to the short RST1
pulse, the energy remains under 3 fJ here.

Fig. 4. Transfer characteristic (a) and energy consumption (b) of the proposed
circuit.

Fig. 5. Variation of (a) the maximum pulse width via different charge currents
Icharge and (b) the ReLU threshold via different reference voltages Vref .

Depending on the number of neurons driven by the circuit,
the VTC circuit would contribute with only a fraction to
the total energy per MAC operation. As a comparison, a
highly efficient MAC cell in the same technology consumes
∼ 2 fJ/MAC [4]. Although the 1024 × 512 compute matrix
is large, over 40% of this energy is attributed to the analog-
to-digital and digital-to-analog conversions that are required
for the application of the activation function. The presented
circuit offers a great benefit here.

The energy it takes to reset the capacitance C to 0.4V is
not included in the total energy as it is assigned to the external
MAC circuit because resetting would have to be done anyway
for the next calculation. Also not included is the energy
demand of peripheral circuits (e.g. current mirrors, timing
circuit, corner compensation circuit), since these parts are only
needed once on a chip for all VTC circuits. Therefore they
only contribute with a fraction of their total energy demand.

C. ReLU Parameter Adjustments

The output characteristics of the VTC circuit can be easily
adjusted by changing the charge current Icharge and the
reference voltage Vref . Varying Icharge will change the amount
of time it takes to charge C to Vth,N1 and therefore change the
output pulse width. Fig. 5 (a) shows the output characteristic
for different charge currents. For low currents (e.g. 2µA), V1

is discharged over the weak inversion current of N1 as it takes
more time to reach the threshold voltage of N1, leading to the
reduced slope of the tpw(Vin) curve between 0.4V and 0.5V.



Fig. 6. Compensated output characteristics for the extreme 3-σ process
corners for different temperatures and supply voltages and the typical corner.

Fig. 7. Standard deviation of the output pulses due to mismatch and jitter.

By changing Vref in the corner compensation circuit, the
back-gate voltages Vnw and Vpw change accordingly and shift
the ReLU threshold (Fig. 5 (b)). A maximum shift of more
than 100mV is possible, while ensuring that the back-gate
voltages stay within the modelling range of the transistors and
while keeping all substrate diodes in reverse bias.

D. Corners, Mismatch and Jitter

Fig. 6 shows the VTC output characteristics for the extreme
3-σ process corners slow-slow (ss), fast-slow (fs), slow-fast
(sf) and fast-fast (ff) for supply voltages and different temper-
atures as well as the typical (tt) corner. All curves are close
to each other, which confirms the functionality of the com-
pensation circuit presented in subsection II-B. The maximum
deviations occur at Vin = 0.8V with ∆tpw = ±10 ps.

Besides the corner variations, which are the same for all
transistors on a chip, random device-to-device variations (mis-
match) lead to different output characteristics of identically
designed circuits within a chip. The standard deviation (std)
of the pulse width due to mismatch of the core circuit is
determined using Monte-Carlo simulations with 200 random
iterations. It is shown in Fig. 7 (red squares). The average vari-
ation pulse width std is σmismatch ≈ 16 ps. These variations
mostly result from a shift in the ReLU threshold which may
be compensated by the back-gate voltages using additional
calibration circuits or taken into consideration during training.

Random transistor noise and kT/C sampling noise also lead
to deviations in the pulse width (jitter). To determine the
jitter, 200 transient noise simulations were carried out with
a simulated maximum noise frequency of 1THz. The std
of the pulse width variation due to jitter is shown in Fig.
7 (blue circles). For shorter pulses the jitter of the rising
edge determines the overall jitter where as for longer pulses
the falling edge variation dominates. The average variation is
σjitter ≈ 1.5 ps. These variations can not be compensated any
more and are the fundamental limit of the circuit.

E. Effective Resolution
The resolution of the circuit is calculated in analogy to the

resolution of data converters. For an analog-to-digital converter
the quantization noise Q is given by

Q =
VLSB√
12

=
VFS√
12 · 2N

(2)

where VLSB is the LSB voltage that can be calculated from
the full scale voltage VFS and the resolution N .

For the circuit described in this paper the LSB pulse
width tpw,LSB can be calculated if the random deviations due
to the dominating mismatch are considered instead of the
quantization noise

tpw,LSB =
√
12 · σmismatch (3)

For the average value of σmismatch = 16ps the LSB pulse
width is tpw,LSB = 55ps. The effective resolution can now be
calculated with the maximum pulse width tpw,max

N = ld

(
tpw,max

tpw,LSB

)
(4)

For Icharge = 6µA the maximum pulse width is tpw,max =
430 ps (Fig. 5), which results in an effective resolution of
3.0 b. For 4 b resolution, the maximum pulse width needs to
be increased to 880 ps, which can be achieved with a charge
current of Icharge = 2.75µA.

When mismatch is compensated in a calibration process
using the back-gate voltages or taken into account during
training, the resolution of the circuit is limited by its jitter.
The LSB pulse width is then given by

tpw,LSB =
√
12 · σjitter (5)

For an average value of σjitter = 1.5 ps and a maximum pulse
width of 430 ps this results in LSB pulse width of tpw,LSB =
5.2 ps and an effective resolution of 6.4 b.

IV. CONCLUSION

The design of an energy efficient VTC circuit with ReLU
transfer characteristic in 22 nm FD-SOI technology is shown.
Mechanisms to adjust the maximum pulse width and the
threshold of the ReLU are presented and the effects of process
variations are investigated. The effective resolution without
a calibration process is 3 b for a maximum pulse width of
430 ps, limited by transistor mismatch. When mismatch is
compensated, the resolution can be increased to 6.4 b for the
same maximum pulse width. The total energy consumption
remains under 3 fJ for every output pulse.
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