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Digital Time-Domain Predistortion of Linear
Periodically Time-Varying Effects and its Application

to a 100-GS/s Time-Interleaved CMOS DAC
Daniel Widmann, Markus Grözing, Member, IEEE, and Manfred Berroth, Senior Member, IEEE

Abstract—In high-speed data transmission systems, CMOS
digital-to-analog converters (DACs) at very high sampling rates
are essential components allowing predistortion of the transmitted
signal. Next to compensation of bandwidth limitations of the DAC
and assembly, predistortion is also able to compensate other
effects originating from time interleaving or from artifacts of
the DAC circuit concept. Especially, linear, periodically time-
varying (LPTV) effects are one source of impairments in the
output signal causing spurious components and their compensation
is of particular importance for time-interleaved systems. In
this work, a universal predistortion concept including system
identification based on the system’s reactions to unit impulses at
all corresponding positions in a period is presented and applied
to a 28-nm CMOS DAC with time interleaving by an analog
multiplexer at sampling rates up to 100 GS/s. Measurements of
this DAC reveal LPTV effects with a period of 32 affecting the
analog output signal that may be attributed to time interleaving
as well as architecture. A theoretical problem description is
given and sources of LPTV distortions are identified. Starting
from the theoretical description, a universal N:1 predistortion
method in time domain is deduced based on a simple system
identification method. Measurements of single-tone signals reveal
a signal-to-noise and distortion ratio improvement up to 13.5 dB
and around 7 dB for a broadband, two-level pulse-amplitude
modulated signal at 100 GS/s compared to a linear, time-invariant
filter. The proposed predistortion concept is a universal method
to compensate for any N:1 LPTV artifacts with significant
reduction of LPTV distortions and can be translated to a common
transversal filter structure.

Index Terms—Analog-digital integrated circuits, arbitrary
waveform generator, CMOS integrated circuits, digital-analog
conversion, digital-to-analog converter, digital filters, mixed-signal
integrated circuits, predistortion, pulse-amplitude modulation,
signal processing algorithms, time-varying channels, time-varying
systems, transmitters.

I. INTRODUCTION

H IGH-SPEED digital-to-analog converters (DACs) are key
components in electrical as well as in optical transmission

systems [1]–[6]. Predistortion in digital domain is fundamental
to compensate for the transfer function including bandwidth
limitations and finally, to reduce intersymbol interference (ISI).
However, simple linear, time-invariant (LTI) approaches may be
insufficient to compensate for all effects of DAC realizations.
Especially, time-interleaved systems, e.g. systems using an
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analog multiplexer (AMUX) [7], may require a multiple-input
and multiple-output (MIMO) or multiple-input and single-
output (MISO) description and predistortion, respectively. Other
sources of distortions can be caused by periodic effects due to
conceptual reasons. A powerful frequency-domain predistortion
of a 2:1 system is presented in [8]–[10] which may be extended
to N :1.

In this work, a universal time-domain predistortion method
including system identification for linear, periodically time-
varying (LPTV) N :1 systems is presented and applied to
a time-interleaved DAC in 28-nm fully-depleted silicon-on-
insulator (FD-SOI) CMOS technology for sampling rates
up to fs = 100GS/s. The interleaving depth is 2:1 and in
combination with internal LPTV effects, a 32:1 LPTV system
has to be considered in total. LPTV artifacts can have massive
influence on performance in terms of deteriorated signal
quality. To compensate for these impairments, an appropriate
LPTV predistortion concept is required as an LTI predistortion
approach is insufficient. The predistortion method is evaluated
by single-tone measurements revealing a signal-to-noise and
distortion ratio (SNDR) improvement of up to 13.5 dB as well
as by broadband pulse-amplitude modulated (PAM) signals.
In the case of PAM signals, the results are compared to
predistortion based on a training sequence.

The article is organized as follows. In Section II, definitions
and notations are given for theoretical descriptions required for
this work. Next, the origin of distortions due to deterministic
LPTV effects is derived in Section III based on a model of
nonuniform holding signals with variations in sampling periods
and gain variations. In Sections IV and V, the investigated
system is presented and sources of LPTV effects in the
given CMOS DAC are identified coinciding with an LPTV
period of P = 32. Different system identification methods
and predistortion techniques are given in Section VI with the
universal LPTV predistortion concept in Section VI-C. Finally,
measurement results are presented in Section VII divided into
the estimation of the impulse response and measurements of
single-tone as well as broadband PAM signals followed by the
conclusion.

II. DEFINITIONS AND NOTATIONS

Throughout this work, the following definitions and notations
are used. The continuous-time impulse response h(t, τ) is
defined as the response of a linear system with system operator
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T at observation instant t to an input Dirac impulse δ(t− τ)
at instant of time τ [11]:

h(t, τ) := T {δ(t− τ)} . (1)

Generally, a two-dimensional impulse response being a function
of the two independent variables t and τ has to be considered.
For LTI systems, it holds h(t, τ) = h(t− τ). The output signal
y (t) of a linear system with input x (t) can be expressed as a
superposition integral

y(t) =

∞∫
−∞

x (τ)h (t, τ) dτ =: x (t)⊛ h (t, τ) (2)

where ⊛ denotes the time-variant convolution. In this work,
the modified, time-variant impulse response or (input) delay-
spread function [11], [12] g (t, γ) is of special importance. A
transformation of variables according to

τ = t− γ (3)

results in
g (t, γ) := h (t, t− γ) . (4)

It can be interpreted as the response of the system at observation
time instant t to an input Dirac impulse being active at time
t− γ, i.e. at a time step γ earlier [11]. Therefore, (2) can be
rewritten as

y(t) =

∞∫
−∞

x (t− γ)h (t, t− γ) dγ =

∞∫
−∞

x (t− γ) g (t, γ) dγ

ζ=t−γ
=

∞∫
−∞

x (ζ) g (t, t− ζ) dζ =: x(t)⊛ g (t, γ) .

(5)

Moreover, another definition of an impulse response h̃ (ρ, τ) is
useful in system identification which is normalized in time by

ρ := t− τ (6)

yielding
h̃ (ρ, τ) := h (ρ+ τ, τ) , (7)

i.e., it describes the response to a Dirac impulse at time τ at a
time step ρ later.

The class of LPTV systems [13]–[16] is of special im-
portance for this work. More precisely, deterministic LPTV
systems are considered. For these systems with normalized
period P ∈ N, it holds

h (t+ P · Ts, τ + P · Ts) = h (t, τ) (8)

as well as
g (t+ P · Ts, γ) = g (t, γ) (9)

and
h̃ (ρ, τ + P · Ts) = h̃ (ρ, τ) , (10)

respectively. Ts = 1/fs denotes the sampling period.
Analogously, discrete-time representations can be defined.

With

δ [n] =

{
1 for n = 0 ,

0 for n ̸= 0
(11)
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Fig. 1. Periodic, nonuniform holding signal with period P = 3 [16], [19],
[20].

it holds
h [n, ν] := T {δ [n− ν]} , (12)

y [n] =

∞∑
ν=−∞

x [ν]h [n, ν] (13)

as well as

y [n] = x [n]⊛ g [n, ν] =

∞∑
ν=−∞

x [ν] g [n, n− ν]

=

∞∑
ν=−∞

x [n− ν] g [n, ν] .

(14)

Equations (8) to (10) hold equivalently for the discrete-time
representations.

III. PROBLEM STATEMENT

A theoretical description of LPTV behavior of DACs is given
in this section. The observed behavior can be described by a
combination of deterministic, periodic jitter as well as periodic
gain variations. For simplification, the theoretical description is
divided into the linear description of periodically nonuniform
holding times and periodic variations of gain. For comparison,
the output YZOH (jω) of a DAC with ideal zero-order hold
(ZOH) operation without quantization in frequency domain is
given in (15) with the angular frequency ω, si (x) := sin (x) /x
and the spectrum X (jω) of an analog input signal x (t) before
sampling.

YZOH (jω) =

[ ∞∑
ν=−∞

X

(
jω + jν

2π

Ts

)]
· si
(
ωTs

2

)
e− jωTs/2

(15)
Replicas of X (jω) shifted by ν · 2π/Ts related to the sampling
period Ts and a sin (x) /x roll-off are typical characteristics.

Impacts of nonuniform holding times on the output spectra of
DACs are well-known and often considered in terms of timing
mismatch or jitter, respectively [17]–[20]. In the following, a
DAC output signal with periodic, nonuniform ZOH behavior
which is illustrated in Fig. 1 is considered. A more detailed
derivation is given in the appendix. To show these effects
analytically, the result of the model according to [17]–[20]
shall be given in this paragraph assuming a jittered clock. Let
P define the period normalized to the sampling period Ts.
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The output spectrum for a DAC output signal with periodic,
nonuniform ZOH behavior can be described by [19], [20]

Y (jω) =
1

PTs

∞∑
ν=−∞

Aν (jω)X

(
jω − jν

2π

PTs

)
. (16)

The terms Aν (jω) are given in the appendix. In case of the
absence of jitter (P = 1, ∆p = 0), (16) and (50b) result in
the well-known ZOH behavior given in (15) with a sin (x) /x
roll-off. Apart from the terms Aν (jω) and the scaling factor,
an essential difference to ideal ZOH behavior described in
(15) is the observation that X (jω) is replicated at intervals of
2π/ (PTs) which is reduced by a factor of 1/P . Thus, more
distortions (ν ̸= 0) are expected.

Similarly, the effect of periodic gain variations yields in
such kind of distortions and is described separately. So far,
the model considered the influence of pure, periodic clock
jitter. A description of pure, periodic gain variations can be
described as follows. Assuming an input signal x (t) suffering
from linear gain variations ϵG (t), the resulting signal y (t) can
be expressed as

y (t) = x (t) (1 + ϵG (t)) . (17)

Taking the Fourier transform of (17) yields

Y (jω) = X (jω) +
1

2π
X (jω) ∗ εG (jω) (18)

where ∗ denotes the convolution. Considering P periodic
variations, (17) can be rewritten using a Fourier series with
coefficients cϵG, ν in time domain as

y (t) = x (t)

(
1 +

∞∑
ν=−∞

cϵG, ν e
jν 2π

PTs
t

)
. (19)

and in frequency domain as

Y (jω) = X (jω) +

∞∑
ν=−∞

cϵG, ν ·X
(
jω − jν

2π

PTs

)
. (20)

This result reveals similar distortions as in (16) due to spectral
replicas at intervals of 2π/ (PTs).

The aim of the predistortion concept will be the cancellation
or reduction of these spurs caused by LPTV behavior.

IV. SYSTEM OVERVIEW AND CIRCUIT IMPLEMENTATION

The system realized in 28-nm FD-SOI CMOS technology
consists of two sub-DACs with a nominal resolution of 8 bit
and an AMUX at their outputs performing 2:1 time interleaving
in the analog domain and doubling the sampling rate. It is
presented in [21]. Fig. 2 illustrates the system. An additional
on-chip 256KiByte = 256KiS SRAM memory completes the
system to an arbitrary waveform generator (AWG). Both the
sub-DACs as well as the AMUX operate at half-rate clocks:
the sub-DACs’ output circuits are clocked at fclk = fs/4, the
AMUX at fclk = fs/2. Concerning circuit topology, the sub-
DACs are realized in CMOS topology whereas the AMUX as
well as the respective clock path are realized in current-mode
topology. The 8-bit sub-DACs are implemented in a pseudo-
segmented structure [22], [23]. I.e., the four least significant bits
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Fig. 2. (a) System overview. (b) Chip micrograph. Next to sub-DACs and
AMUX, on-chip memory, clock path as well as supply voltage decoupling
capacitances are implemented.
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Fig. 3. Block diagram of one sub-DAC core [21].

are realized in an R-2R part with inherent binary weighting and
the four most significant bits are represented by 15 unary paths
like a thermometer DAC. In contrast to a real themometer DAC,
a passive binary-weighting decoder instead of a thermometer
decoder is used. Hence, 19 data channels represent the digital
8-bit word of each sub-DAC in total.

In Fig. 3, one of the sub-DAC cores is shown in more detail.
It consists of a clock network, a serializer as well as the digital-
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Fig. 4. (a) MUX tree for 16:1 serialization [21] and (b) single MUX stage [21],
[24] where sampling is performed. MUX operation is realized by transmission
gates (TG). Additional input inverters at each MUX stage are not drawn in (b).
Local drivers at each MUX tree reduce the load of the global clock network
in Fig. 3. In (c), the implementation of the CMOS latches is depicted.

to-analog output stage (D/A). The latter is realized by output
drivers (DRV) and a resistor network providing a differential,
analog output signal Vout, d. Each differential serializer consists
of 19 16:1 multiplexers (MUX) in a tree structure providing
the data at fs/2 to the sub-DAC output drivers prior to the
digital-to-analog conversion stage and is shown in Fig. 4a. A
half-rate concept is applied in all MUX stages. The MUXs are
realized in CMOS logic according to Fig. 4b and also perform
data sampling. With every new branch, the MUX stages are
scaled by a factor of two ensuring a constant load to all clock
domains of the global clock network. In Fig. 4c, the latch
topology is depicted. Supply voltage is separated into data and
clock paths with individual decoupling capacitors. To drive the
19-channel serializer exhibiting a large load, a clock network
with huge driving capability is required. Delay compensation
as well as enhancement of driver capability requires long driver
chains in the clock network in Fig. 3.

Finally, Fig. 5 shows the schematic of the current-mode
AMUX with shunt and series peaking techniques for bandwidth
enhancement.
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Fig. 5. Schematic of the AMUX [21].

V. SOURCES OF LPTV EFFECTS IN THE DAC
ARCHITECTURE

Considering the system overview in Fig. 2a, an obvious
source of periodic deviations is given by the 2:1 interleaving
due to the AMUX. As the clock drivers in the sub-DACs clock
networks are realized as CMOS inverters, a high, dynamic load
to the supply voltage with periodic repetitions is caused. The
last data sampling is performed in the MUX stages at fs/4
according to Fig. 4b. Consequently, voltage deviations in the
clock network have direct impact on the output samples of
the MUX and hence on the analog DAC output. The sampled
digital data is affected by variations in the clock signal which
can lead to deviations in the sampling period as well as in the
magnitude. However, due to the architecture of the sub-DAC
clock network, the dynamic loading of the supply voltage is
periodic with a period of 16 fs/4 half-clocks. The sub-DAC
clock network’s state repeats after eight fs/4 clock cycles
or 16 sub-DAC output samples due to the half-rate clock
architecture, respectively. In measurements, a periodic behavior
with a period of P = 32 fs/2 half-clocks can be found. The
observed period of P = 32 coincides with the periodicity in
the sub-DACs’ clock networks in combination with the 2:1
AMUX interleaving which is why the influence of the clock
network on the output samples may be regarded as the source
of LPTV distortions in the overall output signal. Hence, the
system could be regarded as highly interleaved system. The
effects of periodic supply voltage artifacts can be reduced by
more on-chip decoupling capacitance but is limited by chip area
restrictions. On the contrary, the current-mode AMUX driven
by a current-mode clock path provides a constant load to the
supply voltage which is why comparable LPTV distortions due
to supply voltage instabilities is not expected for topological
reasons. However, AMUX asymmetries can also cause LPTV
effects.

To summarize, the sub-DAC architecture causing periodic
supply voltage distortions affecting output sampling in the
sub-DACs’ serializers in combination with the AMUX time
interleaving correlates with the experimentally determined
period and suggests being a source for LPTV distortions in
this DAC.
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VI. SYSTEM IDENTIFICATION AND PREDISTORTION
METHODS

For predistortion, adequate system identification is required.
In a first approach, the system is characterized by the response
to a training sequence. The results of the corresponding
predistortion serve as reference for broadband PAM signals.
However, this approach is an LTI method and it is therefore not
suitable for a universal LPTV predistortion. Next, another well-
known LTI predistortion method based on system identification
using a single unit impulse is discussed. It serves as an
intermediate step to develop the universal LPTV predistortion
which is the core of this work.

A. LTI Predistortion Based on System Identification by a
Training Sequence

For broadband PAM signals, an inverse filter can be de-
termined by measuring the output y [n] to a training input
sequence x [n], n ∈ {0, . . . , N − 1}. Denoting the discrete
Fourier transforms (DFTs) of x [n] and y [n] as X [k] and
Y [k], k ∈ {0, . . . , N − 1}, the channel transfer function H [k]
can be determined by

H [k] =
Y [k]

X [k]
. (21)

For a zero-forcing filter, the transfer function E [k] of an inverse
filter is given by [25]

E [k] =
1

H [k]
. (22)

Alternatively, a minimum mean square error approach can be
used considering noise in addition to the ISI. Throughout this
work, proper normalization of data is assumed which is not
depicted for simplification. Predistortion according to (22) with
the same data sequence for training as well as for predistortion
will be used as reference for broadband signals to evaluate the
proposed method in this work. However, this LTI approach
is not a universal predistortion method for compensation of
LPTV effects of arbitrary signals. It only compensates effects
properly for the dedicated broadband data sequence that is
chosen for training.

B. LTI Predistortion Based on System Identification by a Single
Unit Impulse

Considering the convolution of an LTI channel im-
pulse response h [n] of length Nh sampled at t0 + nTs

(n ∈ {0, . . . , Nh − 1}) and the one of a predistortion filter
e [n] of length Ne in time domain

e [n] ∗ h [n] =
∞∑

ν=−∞
e [ν]h [n− ν] =

Ne−1∑
ν=0

e [ν]h [n− ν] ,

(23)
a Nyquist impulse δ [n− n0] at position n0 is sought. Thus,
the condition to comply with the first Nyquist criterion can be
written as in (24) with the help of a convolution matrix H of
size (Ne +Nh − 1)×Ne, the vector e of size Ne × 1 with
predistortion filter coefficients, the Nyquist impulse vector i

and an error vector ϵi both of size (Ne +Nh − 1)× 1 [26].
The position of the marked element h [0] depends on the size of
the matrix. Minimizing the energy of the error, a least squares
(LS) solution eLS is given using the pseudoinverse

H+ =
(
HHH

)−1

HH (25)

yielding

eLS =
(
HHH

)−1

HHi = H+i . (26)

The operator (·)H denotes the conjugate transpose of the
matrix. Again, a zero-forcing solution is considered. This LTI
method will be insufficient and is not able to compensate for
LPTV artifacts. However, it is the starting point for an LPTV
predistortion.

C. LPTV Predistortion Based on System Identification by
Shifted Unit Impulses

Inspired by the method in section VI-B, a universal extension
for LPTV systems is derived. Defining

h [n, ν] = h (t0 + nTs, t0 + νTs) (27)

and considering
n∑

ν=n−Nh+1

e [ν]h [n, ν] =

n∑
ν=n−Nh+1

e [ν] h̃ [n− ν, ν]

µ=n−ν
=

Nh−1∑
µ=0

e [n− µ] h̃ [µ, n− µ] ,

(28)

an appropriate convolution matrix for the LPTV case is found in
(29) with a size of (Ne +Nh − 1)×Ne. Again, the position
of the marked element h̃ [0, P − 1] depends on the size of
the matrix. In (28), finite length as well as causality are
considered in the bounds of summation. The convolution matrix
is described by

HLPTV =
(
ĥ0, ĥ1, . . . , ĥNe−1

)
(30)

where the column vectors ĥi contain the impulse reactions
h̃ [µ, (n− µ) modP ] complemented by zero padding and
subjected to an appropriate shift. Moreover, Ne is chosen
to be a multiple of P . According to (24), Nyquist impulse
vectors iκ ∈ RNe×1, κ ∈ {0, . . . , P − 1} have to be defined
for Nyquist impulses at different positions. In contrast to (24)
and the starting point in (28), P Nyquist impulses have to
be considered for all corresponding positions in a period
as for each position, different predistortion coefficients are
found. This leads to a Nyquist impulse matrix iLPTV of size
(Ne +Nh − 1)× P containing the Nyquist conditions. At first,
P columns j ∈ {j0, . . . , j0 + P − 1} within the inner matrix
columns of HLPTV are chosen in a way that j0 modP = 0.
Defining κ = j modP , it holds κ ∈ {0, . . . , P − 1}. By defini-
tion, all impulse reactions h̃ [ρ, ν] contain time-discrete pulses
with a maximum at the same position ρ. Hence, the maxima
of the sorted columns j appear with a row increment of one.
I.e., for

ηκ = argmax
n∈{0,...,Ne+Nh−1}

{
ĥj [n]

}
(31)
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h [0] 0 · · · 0
h [1] h [0] · · ·
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. . .
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... · · ·
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...
0 0 · · · h [Nh − 1]


︸ ︷︷ ︸
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e

=



0
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...
...

...
. . .

...
h̃ [Nh − 2, 0] h̃ [Nh − 3, 1] . . . 0 0 0 . . . 0

h̃ [Nh − 1, 0] h̃ [Nh − 2, 1] . . . h̃ [0, P − 1] 0 0 . . . 0

0 h̃ [Nh − 1, 1] . . . h̃ [1, P − 1] h̃ [0, 0] 0 . . . 0

0 0 . . . h̃ [2, P − 1] h̃ [1, 0] h̃ [0, 1] . . . 0

0 0 . . . h̃ [3, P − 1] h̃ [2, 0] h̃ [1, 1] . . . 0
...

...
. . .

...
...

...
. . .

...
0 0 . . . 0 0 0 . . . h̃ [Nh − 1, P − 1]



(29)

iLPTV =



i0
↓

i1
↓

iP−1

↓
0 0 · · · 0
...

...
. . .

...
1 0 · · · 0 ← row η0
0 1 · · · 0 ← row η1
...

...
. . .

...
...

0 0 · · · 1 ← row ηP−1

...
...

. . .
...

0 0 · · · 0


(34)

it holds
ηκ+1 = ηκ + 1 . (32)

Thus, the P column vectors iκ of the Nyquist impulse matrix
iLPTV are defined by

iκ = (0, 0, . . . , 0, 1, 0, . . . , 0)
T (33)

↑ element ηκ

where (·)T denotes the matrix transpose operator leading to
the matrix given in (34). Combining the P equation systems

HLPTV · eLPTV, κ = iκ + ϵi, κ (35)

results in

HLPTV · eLPTV = iLPTV + ϵi,LPTV (36)

with

eLPTV =
(
eLPTV, 0, eLPTV, 1, . . . , eLPTV, P−1

)
∈ RNe×P ,

(37a)

iLPTV =
(
i0, i1, . . . , iP−1

)
∈ R(Ne+Nh−1)×P and (37b)

ϵi,LPTV =
(
ϵi, 0, ϵi, 1, . . . , ϵi,P−1

)
∈ R(Ne+Nh−1)×P .

(37c)
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x [n]

g [n, 0]

∆τ

x [n − 1]

g [n, 1]

∆τ · · · ∆τ

x [n − m]

g [n, m]

∆τ · · · ∆τ

x [n − Neq + 1]

g [n, Neq − 1]

+ y [n]

Fig. 6. Discrete-time, time-varying finite impulse response filter for LPTV
predistortion [11].

Again, this is an overdetermined system and the LS approach
from (26) is applied:

eLPTV,LS =
(
eLPTV,LS, 0, eLPTV,LS, 1, . . . , eLPTV,LS, P−1

)
=
(
HH

LPTV HLPTV

)−1

HH
LPTV iLPTV . (38)

The calculations are restricted to one period P and the result can
be easily extended to any length using a periodic continuation
ẽPLTV,LS of the predistortion coefficients ePLTV,LS with the
property

ẽLPTV,LS [i+ z0P, j + z0P ] = ẽLPTV,LS [i, j] (39)

for z0 ∈ Z.
For practical implementations, the modified impulse response

geq [n, µ] is more convenient for calculations. The transition
to geq [n, µ] is given in (40).

geq [n, µ] =

{
ẽLPTV,LS [n, n− µ] for 0 ≤ µ ≤ Neq − 1 ,

0 otherwise .
(40)

In (40), the filter length Neq ≤ Ne is introduced. Depending
on the application and conditions, it can differ in its length
from Ne. Obviously, it holds

geq [n+ z0P, µ] = geq [n, µ] (41)

for 0 ≤ µ ≤ Neq − 1 and z0 ∈ Z as expected. Due to its
simpler periodic structure, it is favorable to use geq [n, µ] for
predistortion even though ẽPLTV,LS can be used, too. All filter
coefficients are given in a (P ×Neq) matrix which can be
accessed by geq [(nmodP ) , µ]. Predistortion ỹeq [n] of data
x [n] of length Nd can be performed according to (42) either
by using ẽLPTV,LS [n, ν] or by using geq [n, µ] exploiting the
respective periodicity.

ỹeq [n] =

n∑
ν=n−Neq+1

x [ν] ẽLPTV,LS [n, ν]

µ=n−ν
==

Neq−1∑
µ=0

x [n− µ] geq [(nmodP ) , µ]

= x [n]⊛ geq [(nmodP ) , µ] .

(42)

The corresponding filter structure for the case of geq [n, µ] is
shown in Fig. 6 revealing a transversal time-discrete, time-
varying filter with finite impulse response. Compared to an LTI
filter, only a slight adaption is required. Instead of a vector
containing the filter coefficients, a matrix with coefficients
geq [(nmodP ) , µ] is applied. I.e., a lookup table of size
P ×Neq is required instead of 1×Neq.

Finally, a normalization step to full-scale [−1, 1] according
to (43) is applied.

yeq [n] =
ỹeq [n]

max
0≤n≤Nd−1

{|ỹeq [n]|}
. (43)

Additionally, quantization is required to map the data to the
digital code.

Predistortion based on (42) considering deterministic LPTV
effects is a universal predistortion method and reveals massive
cancellation of LPTV distortions described in Section III. It
has to be mentioned that the state of the circuit during system
identification differs from the state during transmission experi-
ments due to substantial difference in the signals concerning
the number of transitions. This might require a readjustment of
the operation parameters. Finally, a defined starting behavior
of the AWG is a prerequisite for this predistortion method in
order to ensure that the position of each sample is properly
correlated to the system’s state. The sample positions of the
predistorted data signals have to correspond to the appropriate
impulse reactions during system identification. I.e., the sample
of a dedicated memory position always has to arrive at the
output at the same clock network state. As the AWG is stopped
between system identification and the output of the predistorted
data, a defined starting behavior ensures the alignment of the
proper filter coefficients to the sample’s memory position. This
is realized by internal sampling of the starting trigger signal.

Fig. 7 summarizes the procedure of system identification
(1. and 2.) and LPTV predistortion in case of offline pre-
processing for an AWG (3a. and 4a.) as well as in case of
real-time processing in a transmitter (Tx) using a digital signal
processor (DSP, 3b). The AWG measurement results of this
work are generated following the procedure 1. to 4a. In case
of a real-time implementation, the DSP has to implement the
filter of Fig. 6 with periodically changing filter coefficients
stored in a two-dimensional lookup table of size P ×Neq.

VII. MEASUREMENT RESULTS

For measurements, a subsampling oscilloscope with a
sampling module input bandwidth of 70GHz in combination
with a phase reference module driven by the fs/2 clock for
low jitter measurements (< 100 fs RMS) is used. A half-rate
clock signal is splitted into two parts. One part is used to
drive the phase reference module and the other part drives
the circuit. The measurement setup is illustrated in Fig. 8.
Due to this setup, two eye openings have to be considered
in the analysis of eye diagrams. As sampling frequencies,
fs = 64GS/s, fs = 80GS/s and fs = 100GS/s are chosen.
In the following, two types of signals are considered and
investigated separately: single-tone signals and broadband PAM
signals. At first, the system’s impulse response is examined.

A. Estimation of the Impulse Response

According to Section VI-C, an estimation of the impulse
response including the chip as well as the whole measurement
environment is obtained by the responses to impulses at
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1. Measurement of P impulse reactions

2. Calculation of
predistortion coefficients

geq [n, µ]

3a. Calculation of
predistorted data

yeq [n] = x [n] ⊛ geq [(n mod P ) , µ]
(incl. normalization)

4a. Uploading
of yeq [n] to

AWG memory

3b. Adjust filter coefficients in DSP
→ filter structure according to Fig. 6

AWG (offline)

DSP (real-time Tx)

Fig. 7. Procedure of system identification (1. and 2.) and LPTV predistortion (3a., 4a. or 3b., respectively).

CH I CH II PR PT

fclk
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balun

50 Ω
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Σ
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−, 180◦
DAC
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out

out

trigger C∞
L∞

VDD, CML

bias tee

C∞L∞

VDD, CML

bias tee

C∞

DC block

C∞

DC block

C∞C∞

D
C

bl
oc

ks

Fig. 8. Measurement setup (PR: phase reference, PT: prescale trigger) [21].

different corresponding positions in a period P . It includes
all the circuit itself, the chip assembly as well as the com-
ponents of the measurement setup in the output path. In
Fig. 9, the differential voltages Vh̃, d (t, νTs) and Vh, d (t, νTs)

corresponding to h̃ (t, νTs) and h (t, νTs), respectively, are
shown at fs = 100GS/s representing the raw measurement
data without normalization. Furthermore, transfer functions
VH̃, d calculated from Vh̃, d (t, νTs) are given in Fig. 9b. The
measurement results reveal different aspects. For simplification,
the results of only one period are shown but the repetition
of impulse reactions with P = 32 is verified experimentally.
Fig. 9a shows that the occuring LPTV effects can be described
by a combination of deterministic clock jitter as well as
periodic gain variations as described in Section III. Pulse widths
as well as pulse heights vary inside one period. Moreover,
reflections can be observed ∼ 170 ps after the impulses which
are also considered in the predistortion which is why a filter
length of Neq = 32 is chosen. Without considering reflections,
much shorter filter lengths (e.g. Neq = 6) are sufficient. The
choice of the number of coefficients can be evaluated with
the help of Fig. 9a depending on the length of the reaction.

In Fig. 9c, similarities between impulse reactions at shorter
periods P0 = 16 and P1 = 8 can be observed suggesting the
assumption of dominating effects due to fs/8 and fs/16
domains (and fs/4). Hence, accepting larger tolerances, also
reduced periods P are applicable for predistortion. As offline
pre-processing is used for predistortion and the filter length
is not a critical factor here, a generous filter length of
Neq = 32 coefficients and the maximum period of P = 32
are used for demonstration in the following. However, the
number of significant predistortion coefficients is well below.
Finally, consecutive pairs of pulses show significant similarities
supporting the assumption that LPTV artifacts are dominated
by the CMOS sub-DACs and not by the current-mode AMUX.
Current-mode topology of the AMUX and the respective clock
path features a constant load to supply voltage in contrast to
the sub-DAC implementation essentially based on static CMOS
logic.

B. Single-Tone Signals

The impact of LPTV predistortion on single-tone signals is
discussed in the following. The results are determined by taking
the DFT of the equivalent-time output samples captured by
the oscilloscope across one data period. To separate the signal
part and distortions from pure random noise, an averaged xSD

and a non-averaged time-domain measurement is performed
and the noise part xN is determined by subtracting the two
measurements. Fig. 10 compares the spectra at fs = 64GS/s
and fs = 100GS/s with and without LPTV predistortion for
signal frequencies fsig close to half of the respective Nyquist
frequency with dedicated spurious components being high-
lighted. As SNDR values are dominated by distortions, signal-
to-distortion ratio (SDR) values are considered. Significant
improvement in the SDR as well as in the spurious free
dynamic range (SFDR) can be observed by considerable
reduction of LPTV spurious components according to (16) and
(20). An LTI predistortion is not able to compensate these
LPTV effects. Spurious components in the spectra without
predistortion resulting from spectral replica at multiples of
1/ (P · Ts) can be observed which is in accordance with
theoretical expectations. Components for P1 = 8 and P2 = 4
are most prominent indicating that the assumed period of
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(a) (b) (c)

Fig. 9. Impulse reactions to single pulse stimulus at different pulse positions mapped to one period of P = 32 at fs = 100GS/s (differential measurements).
(a) Measurement results corresponding to h̃ (t, νTs). The sampling points considered for predistortion are marked. (b) Transfer functions of the different
impulse reactions in (a) normalized to full-scale. (c) Measurement results corresponding to h (t, νTs). Measurement results represent the mean value of a
positive and a negative impulse at corresponding positions averaging asymmetries.

(a) (b)

(c) (d)

Fig. 10. Output spectra with dedicated spurious components being highlighted normalized to full-scale. fs = 64GS/s, fsig ≈ 15GHz (a) without and (b)
with predistortion as well as fs = 100GS/s, fsig ≈ 25GHz (c) without and (d) with predistortion. In all measurements, a clock feed-through is also visible.
Spectra are calculated from the averaged signal xSD (signal and distortion part) and from xN (pure random noise part).
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(a) SNDR: ∼ 13.7 dB/∼ 13.4 dB (b) SNDR: ∼ 20.7 dB/∼ 19.2 dB

Fig. 11. Measured PAM eye diagrams comparing LTI predistortion to LPTV predistortion (differential signals). (a) fs = 100GS/s PAM-2 with LTI predistortion
and (b) fs = 100GS/s PAM-2 with LPTV predistortion. SNDR values are given for both eye openings.

TABLE I
COMPARISON OF SNDR VALUES WITHOUT AND WITH LPTV

PREDISTORTION EXTRACTED FROM SINGLE-TONE MEASUREMENTS FOR
DIFFERENT SAMPLING RATES AND DIFFERENT SIGNAL FREQUENCIES.

Sampling rate
fs (GS/s)

Frequency
fsig (GHz)

SNDR w/o pre-
distortion (dB)

SNDR w. pre-
distortion (dB)

64 ∼ 1 35.9 36.0 (+0.1 dB)
64 ∼ 15 24.9 32.8 (+7.9 dB)
64 ∼ 32 24.4 28.2 (+3.8 dB)

100 ∼ 1 33.9 33.7 (−0.2 dB)
100 ∼ 25 10.7 24.2 (+13.5 dB)
100 ∼ 50 22.6 21.2 (−1.4 dB)

P = 32 is chosen generously. As components corresponding to
P3 = 2 are less significant, the AMUX contribution to LPTV
distortions reveals to be less than the distortions from the
sub-DACs as expected from circuit topology considerations in
Section V. An important aspect of the predistortion concept
is that the signal magnitude is hardly affected which is
demonstrated in Fig. 10. In Table I, the effect of LPTV
predistortion on SNDR values at different frequencies is
summarized. As the main contribution to the LPTV behavior is
determined by the sub-DACs, the impact of LPTV effects on
the spectra is different for different signal frequencies and hence
the one of the LPTV predistortion as well. At fsig ≈ fs/4, the
sub-DACs rapidly change their outputs which is why LPTV
behavior has the highest impact.

C. PAM Signals

Furthermore, the influence of LPTV predistortion on time-
domain modulation experiments is investigated. As comparing
quantity, SNDR values are calculated from the histograms
of broadband PAM signals in the maximum eye openings
with 100 acquisitions. The pattern lengths are 1024 symbols
each. In Fig. 11, the results of LTI predistortion with a single
(mean) impulse reaction according to Section VI-B is compared
to LPTV predistortion for a PAM-2 signal at fs = 100GS/s.

Significant SNDR improvement of ∼ 6-7 dB can be observed
due to LPTV predistortion.

For broadband PAM signals, also the training sequence
based approach of Section VI-A is a meaningful predistortion
method. However, it is not a universal concept in presence
of LPTV effects. It delivers the inverse channel response
based on a particular data sequence which is suitable for
predistortion of the same base data sequence x [n]. Applying
an inverse channel impulse response estimated from a sequence
x1 [n] to a sequence x2 [n] ̸= x1 [n] features an LTI method
and leads to similar results as method VI-B. Hence, in
LPTV systems, this method is only powerful for broadband
signals where the training and the target data sequence are
identical not being suitable for transmission applications. In
this case, the method can be used as reference to evaluate
the LPTV predistortion of this work. Fig. 12 compares
training based predistortion to universal LPTV predistortion
for fs = 80GS/s and fs = 100GS/s. It becomes obvious that
the LPTV predistortion leads to equivalent results. Considering
the disadvantages of the training method, such as the constraint
to broadband signals and the requirement of the same data
sequence for training and predistortion, the LPTV predistortion
advantage predominates.

In summary, the LPTV predistortion method based on
system identification by shifted unit impulses is a powerful and
universal concept to compensate LPTV artifacts in interleaved
DACs. It can be applied to both single-tone or narrowband
signals and broadband signals. Reference results of broadband
signals based on predistortion with identical training and target
data can be attained by LPTV predistortion.

VIII. CONCLUSION

LPTV distortions in DACs due to interleaving or periodic
artifacts can have significant influence on the analog output
signals and deteriorate signal quality. Particularly, CMOS
implementations providing a high, dynamic load to the supply
voltage are susceptible to distortions for topological reasons. To
compensate for these effects, a universal LPTV predistortion
method in time domain based on system identification by
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(a) SNDR: ∼ 25.4 dB/∼ 25.5 dB (b) SNDR: ∼ 26.1 dB/∼ 25.6 dB

(c) SNDR: ∼ 20.3 dB/∼ 20.4 dB (d) SNDR: ∼ 19.5 dB/∼ 20.7 dB

Fig. 12. Measured PAM eye diagrams comparing predistortion based on training sequence and identical target sequence to LPTV predistortion (differential
signals). (a) fs = 80GS/s PAM-8 based on training sequence, (b) fs = 80GS/s PAM-8 based on LPTV predistortion, (c) fs = 100GS/s PAM-4 based on
training sequence and (d) fs = 100GS/s PAM-4 based on LPTV predistortion. SNDR values are given for both eye openings.

shifted unit impulses is proposed. Once the system is charac-
terized, the method can be directly translated to a classical
transversal filter which only differs from LTI filters by a
two-dimensional filter coefficient matrix instead of constant
coefficients. Compared to other MIMO/MISO methods with
frequency-domain operations [8]–[10] that might be a drawback
for real-time systems, the predistortion concept shown here
is applicable to real-time implementations. Generally, it can
be applied to any time-interleaved system with monolithic
or hybrid implementation. A period of P = 32 is shown
experimentally for the presented time-interleaved DAC and
the predistortion method is applied to it. In systems with
shorter periods P , e.g. 2:1 systems where P is only 2, hardly
more filter effort (2×Neq coefficients) is required compared
to LTI systems (1×Neq coefficients). Measurement results
are given up to fs = 100GS/s with significant improvement
of SNDR. In single-tone measurements at fs = 100GS/s,
SNDR improvement of up to 13.5 dB can be shown. Addition-
ally, equivalent results compared to predistortion with identical
training and target data are demonstrated for broadband PAM
signals at fs = 80GS/s (PAM-8) and fs = 100GS/s (PAM-
4). The observation of periodic behavior in the DAC output
signal is in accordance with an inherent conceptual period in the
system’s architecture and might be attributed to a dynamic load
to supply voltage with a periodic pattern. Further development
could be to estimate the two-dimensional impulse response

from more complex signals to adapt the state of the circuit
during system identification to the one during data transmission
experiments.

APPENDIX
DERIVATION OF THE DAC OUTPUT SPECTRUM FOR

PERIODIC, NONUNIFORM ZOH BEHAVIOR

Generally, timing mismatch effects can be represented by
three processes [19]:

1) The input signal is sampled nonuniformly and the output
signal is a uniform sequence.

2) The input signal is sampled uniformly and the output
signal has a nonuniform holding waveform.

3) The input signal is sampled nonuniformly and the output
signal has a nonuniform holding waveform with time
correlation to the input.

As a common result, distortions in the output signal occur.
Below, the second case is considered to describe a DAC
output signal with periodic, nonuniform ZOH behavior which
is illustrated in Fig. 1. To show these effects analytically, the
results of the model according to [17]–[20] shall be given
in this paragraph assuming a jittered clock. Let {tn} be a
sequence of points in time with

tn = nTs +∆n (44)
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where n is an integer, Ts is the nominal sampling period and
∆n is a deterministic, periodic sequence of time values with
period P · Ts representing the jitter contribution. Thus, P is
the normalized period. It holds

P = njTj/Ts (45)

with the jitter period Tj and nj represents the smallest natural
number to make P a natural number. Substituting n = νP + p
with ν ∈ Z and p ∈ {0, . . . , P − 1}, tn can be rewritten as
(46).

tn = (νP + p)Ts +∆νP+p = νPTs + pTs +∆p

= νPTs + pTs + rpTs

(46)

The variable rp = ∆p/Ts describes the relative timing skew.
The model of nonuniform ZOH behavior can be described by
(47) considering the substitution in (46).

y (t) =

∞∑
n=−∞

x (nTs)hn (t− tn)

=

P−1∑
p=0

∞∑
ν=−∞

x (νPTs + pTs)hp (t− νPTs − pTs − rpTs)

(47)

The nonuniform holding outputs are represented by rectangular
functions

hp (t) = s (t)− s (t− Ts − rp+1Ts + rpTs) (48)

starting from t = 0 to t = Ts + rp+1Ts − rpTs and having a
height of 1. They correspond to the definition of h̃ (ρ, τ) in
(7). The function s (t) describes the Heaviside step function
(unit step function). Applying the Fourier transform to (47)
yields [19], [20]

Y (jω) =
1

PTs

∞∑
ν=−∞

P−1∑
p=0

Hp (jω) e
− j 2πP νp e− jωrpTs

·X
(
jω − jν

2π

PTs

)
=

1

PTs

∞∑
ν=−∞

Aν (jω)X

(
jω − jν

2π

PTs

)
(49)

with

Aν (jω) =

P−1∑
p=0

Hp (jω) e
− j 2πP νp e− jωrpTs (50a)

=

P−1∑
p=0

2 · sin (ω (1 + rp+1 − rp)Ts/2)

ω

· e− jω(1+rp+1−rp)Ts/2 e− jωrpTs e− j 2πP νp . (50b)
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