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Abstract—Pulse shaping for signal transmission over
bandwidth limited channels and for sensor systems is very
important to control intersymbol interference and to comply
with spectrum emission mask specifications by reducing the
occupied bandwidth. In this work, an efficient, low-power
concept for digital-to-waveform conversion is presented on a
22 nm CMOS node. A key characteristic is the approximation
concept of a raised-cosine filter for waveform synthesis by
non-binary weighting in the digital-to-analog converter (DAC)
keeping hardware complexity and thus power consumption low.
Due to the proposed pulse shaping method, spectral side lobes
of a pseudo-random bit stream example can be reduced by
more than 20 dB at 24 GS/s and a power consumption of only
about 30 mW. In summary, this concept replaces high-resolution
DACs or analog filters, respectively, in pulse shaping circuits by
simple CMOS logic and an application-centric DAC.

Index Terms—Baseband, CMOS integrated circuits,
digital-analog conversion, pulse shaping methods, waveform
synthesis.

I. INTRODUCTION

Pulse shaping of baseband signals is important for
data transmission systems and for sensor systems due to
bandwidth limitations and spectral emission masks [1]. In
accordance with [2] adressing performance limitations of
analog-to-digital converters and referring to the umbrella
term of “Analog-to-Information (A-to-I) conversion” for
future efficiency improvements, an appropriate “more holistic
and application-centric approach” [2] for digital-to-analog
converters (DACs) is presented here. In this spirit, the target
waveform of a raised-cosine filtered digital signal is generated
by a customized digital-to-waveform approach rather than
using an application-agnostic DAC. By adapting the circuit to
the requirements of the target waveform, its implementation
can be simplified gaining potentially more performance and
power as well as chip area efficiency. Digital pre-processing
of an externally supplied bit sequence at a data rate of 6Gbit/s
is performed. It is internally converted to an upsampled 3-bit
digital signal at 24GS/s. Finally, the symbols are converted
to an analog signal by a non-binary DAC approaching a
raised-cosine shape completed by a simple filter logic.

Classically, the preferred implementation of a pulse shaping
filter is given by a digital FIR filter followed by a binary DAC
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[3], [4]. Area and hardware efficiency (and accordingly the
capability of integration) are critical aspects of such systems.
The method proposed in this work is an efficient way to
perform spectral shaping at a power consumption of only about
30mW and very low hardware effort requiring neither the high
power consuming combination of digital signal processors and
conventional high-resolution DACs with binary weighting nor
area intensive analog filters.

The fully differential pulse shaping circuit is realized in
22 nm fully-depleted silicon-on-insulator (FD-SOI) CMOS
technology of Globalfoundries providing flip-well transistors
and can be part of baseband circuits for analog front-end
transmitters. Thus, possible applications can be found in
the field of data communication as well as in sensing
applications like radar transmitter systems with ultra-wideband
(UWB) pseudo-random noise (PRN) baseband signals [5] in
CMOS technology. Radar systems are of special interest for
automotive applications [6], [7]. The ongoing progress in
CMOS technology, e.g. the 22 nm FD-SOI technology [8], [9],
paves the way to a technology evolution towards pure CMOS
processes for millimeter-wave circuits and radar systems [10]
even if SiGe bipolar devices can still outperform CMOS
transistors [7].

II. THEORY

This work concentrates on pseudo-random bit stream
(PRBS) signals as stimulus which can be used in radar systems
as described e.g. in [5]. In principle, the concept for binary
signals can be extended to more output levels. However,
the advantage over high-resolution DAC concepts decreases
with increasing number of output levels. Pulse shaping
for signal transmission over bandwidth limited channels
is very important to control intersymbol interference [1]
and to comply with spectrum emission mask specifications.
The proposed system implements an approximation of the
raised-cosine filter, a special variant of a Nyquist filter with
the following frequency characteristic [11]:
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TABLE I
NORMALIZED ANALOG DAC OUTPUT LEVELS FOR AN INPUT SIGNAL

TRANSITION 0→1 AT t = −Tb
2

.

Time t xideal(t) xapprox(t)

−Tb 0 0
−3Tb/4 8/(15π) ≈ 0.170 1/6 ≈ 0.167

−Tb/2 1/2 1/2

−Tb/4 8/(3π) ≈ 0.849 5/6 ≈ 0.833

0 1 1

Fig. 1. Principle of pulse shaping. A 0→1→0 transition at an input bit
period of Tb is ideally transformed to a time-continuous staircase signal with
continuous values according to (2). In the system presented here, the shaping
is approximated by five values, ideally having a hold time of Ts = Tb/4.

Tb is the bit period and β is called the roll-off factor with
0 ≤ β ≤ 1. The corresponding pulse to this spectrum in time
domain is given as

x(t) =
sin (πt/Tb)

πt/Tb

cos (πβt/Tb)

1− 4β2t2/T 2
b

. (2)

The approximation approach of this work sets the roll-off
factor to β = 1 and neglects the parts for |t| > Tb due to
1/t3 decay. Furthermore, the developed architecture delivers
approximated values for the theoretical pulse function. Table I
compares the theoretical values for an ideal pulse function
xideal(t) (β = 1) in the interval −Tb ≤ t ≤ 0 to the
approximated values delivered by the system xapprox(t) for
a 0→1 transition at t = −Tb/2. Fig. 1 illustrates the pulse
shaping for a normalized 0→1→0 transition with an ideal hold
time of Ts = Tb/4. Certainly, this theoretical staircase signal
will be additionally smoothed in the implemented system by
analog bandwidth limitation.

III. DIGITAL-TO-ANALOG CONVERSION

The concept presented here uses an upsampling factor of
four, i.e. a symbol rate of 24GS/s is generated out of an input
signal of 6Gbit/s. Consequently, five different analog output
values are required to approximate raised-cosine filtering.
To keep the circuitry small and power consumption low, a
special, application-specific DAC with non-binary weighting
is applied as depicted in Fig. 2 instead of usual binary
weighting. More precisely, quantization steps are adapted to a
sampled raised-cosine pulse shape. Owing to this weighting,
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Fig. 2. DAC output structure (SE) with non-binary weighting (external load
resistor not shown). It converts the 3-bit input (b0, b1, b2) generated by
the digital processing unit to an analog output signal Vout approximating a
raised-cosine response. One stage comprises a CMOS style inverter (see right
part) and a series resistor. The different output driver capabilities are depicted
as w, 2w and 3w.

the implementation requires a very low number of stages.
Considering the largest deviation between the ideal value
and the approximated value in Table I of about 0.016 for
t = −Tb

4 , a voltage precision of about 6.4mV would
be required for a single-ended (SE) peak-to-peak value of
Vpp, SE = 400mV. Generally, this would be reached by a
common binary weighted DAC with at least 6 bits. This
comparison illustrates the efficient structure of the proposed
application-centric design. In the system shown here, six
6R = 300Ω output stages are connected to the 2R−3R−6R
structure where R = 50Ω is defined by the requirement of
50Ω output matching (100Ω differential). Another aspect of
the chosen architecture is the implementation of a voltage
based DAC using CMOS style inverters with series resistors
as output drivers instead of commonly used current weighting.

For implementation, various aspects have to be considered
for the design of the output structure. First, the output inverters
have an inherent output resistance rDS which has to be
compensated in the output stage resistors of the weighting
network. Secondly, for matching reasons, all output paths are
derived from the 6R path by parallelization without being a
constraint. Generally, adjusted unit cells with arbitrary weights
are also possible. The different output driver capabilities are
indicated by w, 2w and 3w in Fig. 2. At an external supply
voltage of 800mV, the SE output voltage swing for 50Ω
termination ranges from 200mV to 600mV with a common
mode voltage of Vcm, SE = 400mV.

IV. DIGITAL PROCESSING

Sampling and coding are performed in the digital processing
unit depicted in Fig. 3 showing the simplified block diagram
of the whole fully differential system. The external input data
is sampled at a clock frequency of 6GHz and fed into a
unidirectional shift register. A phase switch allows controlling
the setup time of the first sampling flip-flop. For any transition
of the input signal, the shift register state changes in a
thermometer code manner in the 24GHz domain which is
allocated by the following logic to the 3-bit digital output
b0, b1, b2. Table II gives an overview about this allocation.
Due to the direct digital synthesis of the approximated
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Fig. 3. Simplified block diagram of the system (external load resistor not shown). Most of the required buffers are neglected for simplification. The
digital-to-analog converter (D/A) contains a differential version of the structure of Fig. 2. For proper timing, the coded signal b0, b1, b2 is sampled by
flip-flops (FF) before digital-to-analog conversion. Clock and signal inputs consist of termination resistors followed by CMOS inverters.

raised-cosine response, neither a lookup table and therefore no
memory nor a high order FIR filter have to be implemented.

TABLE II
ALLOCATION OF SHIFT REGISTER STATES TO 3-BIT DIGITAL OUTPUT

CODE.

Serial code in shift register Output code
xapprox(t)

a0 a1 a2 a3 b0 b1 b2
0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 1/6

1 1 0 0 0 0 1 1/2

1 1 1 0 0 1 1 5/6

1 1 1 1 1 1 1 1
0 1 1 1 0 1 1 5/6

0 0 1 1 0 0 1 1/2

0 0 0 1 1 0 0 1/6

Weight: 1/6 1/3 1/2 -

Appropriately, the logical functions (3) to (5) including
dummy gates due to symmetry reasons can be concluded being
realized in differential cascode voltage switch logic [12].

b0 = a0 · a1 + a0 · a3 + a2 · a3 (3)
b1 = a1 · a2 (+1 · 0 + 1 · 0) (4)
b2 = a0 · a1 + a2 · a3 (+1 · 0) (5)

Compared to area intensive passive analog filters, the concept
can be integrated on a very small chip area at the expense of
a higher clock frequency due to upsampling and higher power
consumption.

V. MEASUREMENT RESULTS

A photograph of the bonded die in the RF board cavity
is shown in Fig. 4 with outer chip dimensions of about
1450µm×1400µm containing the pulse shaping core, supply
voltage block capacitors and other circuitry not presented here.
The core size itself is only about 45µm × 105µm (marked
in Fig. 4) including only part of the supply voltage block
capacitors. Fig. 5 illustrates the measurement setups for time
and frequency domain measurements.

A pulse pattern generator (PPG) is used as external PRBS
generator clocked by the circuit’s clock output (fclk/4).

Fig. 4. Photograph of the bonded die in the RF board cavity. The pulse
shaping core is marked in white color.
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(a) Time domain measurement setup.
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(b) Frequency domain measurement setup.

Fig. 5. Measurement setups for differential time domain and SE frequency
domain measurements (PT: prescale trigger, PR: phase reference).



For differential time domain measurements, a two-channel
subsampling oscilloscope with a sampling module bandwidth
of 70GHz is used running in a combined prescale trigger (PT)
and phase reference (PR) mode for low jitter measurements
(< 100 fs RMS system jitter). The chip clock output also
serves as input for the PT whereas the PR is driven at
input clock frequency fclk. Frequency domain measurements
are performed with a single-channel spectrum analyzer and
therefore with the SE output signal. To monitor proper chip
functionality during frequency measurements, the second SE
output channel is observed with the subsampling oscilloscope,
simultaneously. Resolution and video bandwidth of the
spectrum analyzer are set to 1 kHz each and measurements
are performed with a sweep time of 1000 s.

In Fig. 6, a differential eye diagram in persistence mode as
well as the frequency domain measurement results compared
to theoretical and simulated spectra are presented for a PRBS-9
input bit sequence (meaning the length of the sequence is
N = 29−1). On the one hand, the eye diagram shows the pulse
shaping at 24GS/s with different DAC output voltage levels
which are smoothed due to the system’s bandwidth limitation
given by the core itself as well as the on-chip output line,
output pads, bond wires, RF board, cables and connectors. The
RMS jitter is less than 1.4 ps. Furthermore, the measurement
validates proper functionality of the shaping concept because
only the five valid voltage levels as well as transitions of
neighboring levels appear in the eye diagram. On the other
hand, the measured spectra (Fig. 6b) confirm the theoretically
expected side lobe suppression of about 20 dB indicated in the
figure illustrating the spectral shaping ability of the concept.
The remaining spectral side lobes above 18GHz can be easily
suppressed by an integrated analog low pass filter with very
relaxed demands concerning attenuation slope. It has to be
mentioned that the measured spectra of the PPG signal as
well as the one of the DAC output are affected each by an
additional bandwidth limitation which is why their magnitudes
are well below the theoretical curves with an assumed infinite
bandwidth at higher frequencies. Moreover, the simulated
spectrum only considers the extracted core including resistive
as well as capacitive parasitics without the output structure.

To conclude, a massive side lobe suppression can be
shown experimentally as theoretically predicted illustrating the
spectral shaping ability of the concept.

Finally, the overall average power consumption for a supply
voltage of 800mV is about 30.4mW. For lower sampling
rates such as 20GS/s and 16GS/s it is 27.2mW and
24.0mW, respectively. The CMOS implementation as well
as the efficient approximated data processing at low hardware
effort are the key aspects for the system’s compactness and
low power consumption.

VI. CONCLUSION

In this work, an efficient CMOS pulse shaping circuit
for digital signals including digital-to-analog conversion with
adapted quantization steps up to 24GS/s is presented. From
a more holistic and application-centric point of view, this

(a)

(b)

Fig. 6. Measurement results at 24GS/s of (a) time domain and (b) frequency
domain measurements for a PRBS-9 input signal.

customized digital-to-waveform approach aims at efficient
generation of a raised-cosine filtered digital signal due to a
reduced number of bits. Spectral side lobes can be suppressed
by more than 20 dB in the given example. This suppression is
especially important to prevent interference of other systems.
The concept has potential for much higher sampling rates.
This can be achieved by adapting setup timings and by
implementing an initialization circuit for the first clock divider.
Furthermore, the concept can be adapted to other spectral
requirements and complemented by an application-specific
on-chip data source. All system parts are compatible with
common static CMOS logic. Due to the compact and efficient
implementation using only simple and basic circuit elements
in one voltage domain, the circuit is a favorable design for e.g.
CMOS based radar systems omitting a high-resolution, high
power consumption DAC or a large analog filter, respectively,
for spectral shaping.
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